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ABSTRACT 
This paper reports on an experimental study that examined user 
perceptions of Amazon Alexa’s personality, as well as influences 
of stressful or non-stressful interactions on personality 
perceptions. The study relied on the Five-Factor Model and the 
Stereotype Content Model personality frameworks. An online 
data collection instrument was designed to give Alexa’s users 
(N=50) stressful and non-stressful tasks followed by questions 
related to Alexa’s personality. The assumption was that stressful 
and non-stressful tasks would frame a user’s preference for 
Alexa’s personality. Quantitative data of the participants’ ratings 
of Alexa’s responses, and qualitative comments about their ratings, 
experiences, and thoughts about Alexa were collected and 
analyzed using descriptive statistics, tests of association, and 
thematic content analysis. The findings indicated that while the 
majority of users appreciate Alexa’s personality as a way of 
making interactions more personal and enjoyable, some users 
prefer their conversational agent to be efficient, robotic-like, and 
devoid of a personality that might cause attachment. The 
participants described Alexa as competent in terms of information 
content and usability, and warm in terms of its personality 
manifestation, but wanted their ideal Alexa to be even more 
competent and warm. After experiencing stressful and non-

stressful experimental conditions, the participants appreciated 
Alexa’s highly competent and highly warm responses, while 
disparaging low-warmth/high-competence responses. The 
participants’ comments indicated that after stressful tasks, they 
were more generous in their assessment of Alexa’s performance, 
and valued manifestations of Alexa’s warmth higher than after 
non-stressful tasks. Additionally, after the second group of 
tasks/towards the end of the study, the participants tended to score 
low warmth/high competence responses higher, which might 
indicate a slight preference for competence after longer 
interactions or a user’s fatigued state. The implications of the 
findings on the design of conversational interfaces and study 
limitations are discussed. 
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1 INTRODUCTION 
Human tendency to personify objects is a well-known 
phenomenon [2]. “People respond socially to computers and 
perceive them as having personalities. Software agents are 
artifacts that particularly embody those qualities most likely to 
elicit social responses: fulfilling a social role, using language, and 
exhibiting contingent behavior [22].” It is particularly easy for 
humans to attribute personalities to “talking technology”, like 
conversational agents (also known as 
digital/intelligent/conversational/personal assistants (IPAs)). A 
conversational agent can be defined as a natural language 
processing system that supports conversational interactions with 
users on smart devices, such as cell phones and speakers [9]. It is 
estimated that approximately 87.7 million U.S. adults were using 
some sort of conversational device in the first quarter of 2020 
[35], with the most popular usually including Amazon Alexa, 
Google Assistant, and Apple Siri [44]. Manifestations of the IPAs 
“personality” are evident in the choice of name, voice 
(male/female), conversational style, and pre-programmed 
responses related to humor and personality utterances, such as 
greetings, personal questions and others discussed in the 
following sections. Amazon Alexa developers even share their 
aspirations for developing Alexa with an 
Extraverted/Sensing/Feeling/Judging personality [32]. However, 
very little is known about users’ perceptions of IPA personalities, 
and whether these perceptions change based on the types of 
interactions users have with their IPAs. We conducted a study to 
investigate these questions. 

2 RELEVANT LITERATURE 
This section provides a definition and major frameworks of 
personality, outlines the benefits of developing personality in 
computer agents, and reports on some of the methods of 
developing personality in computer agents, and specifically, 
IPAs. 

Personality can be defined as a pattern of cognitions, 
emotions, and behaviors that are relatively stable and consistent 
over time and across situations [45]. Some of the personality 
frameworks commonly cited in the human-computer interaction 
(HCI) literature include: 
• The Myers–Briggs Type Indicator (MBTI), grounded in 

Jungian Typology, is an inventory designed to gauge 
personal preference on the four dimensions of 
Extroversion-Introversion (EI), Thinking-Feeling (TF), 
Sensing–Intuition (SN) and Judgment–Perception (JP) [48]. 

• The Five Factor model (Big Five or FFM) is based on five 
dimensions of extraversion, neuroticism, agreeableness, 
conscientiousness, and openness to experience [45]. While 
this model correlates to the MBTI with respect to 
personality dimensions, the Five Factor model provides a 

broader conceptual framework of personality measurement 
[46]. 

• The Multi-source Assessment of Personality Pathology 
(MAPP) [50] and the Edwards Personal Preference Schedule 
(EPPS [23]) are self-reported inventories aimed at gauging 
psychological disorders and are used primarily in clinical 
psychology. 

• The stereotype content model (SCM), is used to assess 
affective reactions toward objects or interpersonal 
perceptions, rather than providing personality portraits 
[26]. This model relies on the dimensions of warmth, 
perceptions related to friendliness and helpfulness, and 
competence, perception of skill, ability or intelligence [26]. 

The benefits of developing products that could be perceived 
on personality dimensions have long been discussed in 
marketing literature. For example, the products that are 
perceived to be warm and competent (based on the SCM 
framework) are associated with stronger consumer loyalty and 
engagement [1, 28, 34], increased brand trust [41], positive 
attitudes [31], and enhanced brand reputation [2]. The benefits 
of anthropomorphic computer agents are also discussed in the 
HCI literature. Agents with a personality are shown to improve 
users’ sense of efficacy - one’s perceived competence during an 
interaction with an agent, perceived usefulness of an agent, and 
facilitate stronger social bonds between people and computers 
[25]. Bartneck et al. [6] demonstrated that in the context of 
collaborative interactions, anthropomorphic robot partners were 
praised more and punished less than the computer, human and 
machinelike robot partners. According to Gong [29], 
anthropomorphic agents also enhance the perception of 
competency and trustworthiness of the presented information, 
as well as the social responses from users. Recently, Kulms and 
Kopp [38] found that in an experimental puzzle game with a 
computer agent, the agent that was perceived as warm increased 
users’ trust and was given more control to assist participants in 
solving the game. Greater personification has been linked to 
more sociable interactions with an agent and increased user 
satisfaction [52]. Personality qualities, like the use of humor or 
encouraging phrases, have been shown to mitigate performance 
deficiencies, improve user experiences, emotions and perceptions 
of systems [4, 36]. 

A number of studies focus on recommendations for designing 
system personalities. Some of the earlier work by Belkin [8] 
examined human to human dialogues and argued that human to 
computer interactions should simulate the natural language 
between humans. Although more focused on the elicitation of 
knowledge and system modelling, the study showed the 
importance of replicating aspects of human to human interaction 
in earlier information retrieval research. Recent HCI research in 
the conversational style of conversational agents similarly 
suggests that the benefits of a more linguistically aligned 
language by both the user and the agent can lead to perceptions 
of trust, reciprocity, and increased engagement by the user with 
the agent. [12, 39]. In the context of IPAs, Zhou et al. [64] 
propose three methods for creating an agent’s personality 



 

through: 1) prosodic factors, such as speaking rate and pitch, 2) 
physical appearance and language, and 3) interaction behavior 
with users, such as mannerisms. Goslin et al. [60] findings 
support the first recommendation of the Zhou et al. [64] 
framework and show that emotional expressivity through vocal 
channels, such as a smiling voice, elicits higher trusting 
behaviors and increases the likeability of an agent, even when 
evidence of untrustworthiness is present [60]. Another way to 
design personality is by naming a system. Knott and Kortum [37] 
found that naming a system leads to more interactions, more 
complete statements in response to the system prompts, and 
fewer follow-up prompts, all of which point to better overall 
quality of interactions. 

Companies share very little about their process of designing 
IPA personalities. Amazon claims that Alexa is designed with the 
Extraverted/Sensing/Feeling/Judging personality (based on the 
MBTI classification [48]), and describes Alexa as “approachable, 
efficient, trustworthy, and natural” [5]. While we do not know 
much about the intended design of IPA personalities, or how 
users perceive them, research has produced some 
recommendations based on user preferences for personalities. In 
an experimental study of introverted and extroverted 
conversational agents, Yuting et al. [17] reported user preference 
for extroverted expressions of personality over introverted types. 
Zhou et al. [64] tested warm and cheerful, and assertive and 
serious conversational agents designed to support job interviews. 
The authors found that job applicants were more willing to 
confide in and listen to an agent that manifested more assertive 
and rational personality in high-stakes situations such as job 
interviews [64]. The situational preferences for personality are 
also supported by human-to-human interaction research [3, 34, 
51], and, indirectly, a large body of personalization research in 
information seeking/retrieval context [40, 42]. If users’ search 
behaviors and judgements are influenced by context and tasks, 
so too should their perceptions of systems and their associated 
personalities. 

In summary, prior research suggests that a) humans have a 
tendency to personify/attribute human qualities to objects; b) 
personality manifestations (and objects’ personification) have 
benefits in the context of human interactions with systems, and 
specifically, IPAs; c) general preferences for system’s 
personalities are known (e.g., preferences for warm, supportive, 
extraverted agents), though these preferences are context-
specific; d) there is no clear evidence about how IPA 
personalities are designed, what users think about them, and 
whether current IPA personalities are adjustable/situational. 

3 METHOD 
We designed an experimental study to examine user perceptions 
of IPA personality and focused specifically on the following 
questions: 
RQ 1. What are users’ perceptions of IPA personality, 

including, 1) what the users’ general views on IPAs 
personality coming into the study, 2) how do the users view 

the experimental Alexa post-study, 3) what personality 
traits do users identify as necessary in their ideal Alexa? 

RQ 2. Is change in user perceptions of IPA personality 
dependent on prior situational interactions (stressful/non-
stressful)? 

The first research question was designed to collect and compare 
the participants’ reactions/thoughts on the existing, experienced 
and aspirational personality of Alexa. The second question was 
grounded in the research on the situational preference for warm-
competent dimensions of personality [19], as well as the large 
body of research on the effects of tasks on search behavior. The 
subsections below describe the key constructs of the study. 

3.1 IPA 
The Amazon Alexa IPA was used in the study. It is one of the 
more popular IPAs on the market, and it offers an open user-
friendly developer platform compared to other IPAs. All task 
scenarios and personality-related questions were incorporated 
into the skill (a voice-activated Alexa app). The skill was 
developed using the Amazon developer console and VoiceFlow 
platform. Node.js and JSON syntax were used to program the 
predetermined interaction model for the tasks and personality 
questions to have full control over the testing process. The skill 
was hosted on cloud-based services and was publicly available to 
all Amazon Alexa users. To launch the experimental skill, 
existing Alexa users had to activate the skill using the invocation 
name (“Alexa, open Digital Assistant Research”). New users 
needed to install the Alexa app, create an Amazon account, log 
in and activate the Digital Assistant Research skill by saying its 
invocation name. To ensure that participants were receiving 
responses from the test skill and not generic Alexa, all the test 
responses started with the prompt “My response is…”. The 
participants could repeat their utterances if they needed more 
time to capture Alexa’s responses. The use of the experimental 
skill was guided by the online questionnaire-instruction form 
described below. 

3.2 Personality Type 
The study relied on two personality frameworks: the FFM and 
the SCM. Due to the recent critique of MBTI and its 
inconveniently long form, FFM has become the preferred model 
in recent years [10, 58], and we adopted to use it over MBTI. 
Table A11 illustrates the five dimensions of the FFM that were 
used to determine the dominant traits in user perceptions of the 
experimental Alexa personality. The FFM has been used in IPA 
research: Chen et al. [17] used the intra-/extra-version 
dimensions to design conversational agents and found a 
preference for extroversion; Castillo et al. [16] proposed using 
neuroticism and extroversion dimensions of the FFM for 
designing and evaluating conversational agents; Volkel et. al [59] 
analyzed personality descriptors of conversational agents using 

 
1 For Appendix Table A1: 
https://irenelopatovska.files.wordpress.com/2021/01/appendix_tables_lopatovska_et
_al_2021-upofanipap_2.pdf 



 

the FFM, and concluded that the dimensions of artificiality and 
serviceability should be added to the FFM in the IPA context. We 
integrated a shorter version of the FFM, the standard 10 Item 
Big-Five Inventory (BFI-10) [without artificiality and 
serviceability dimensions since they have not been validated in 
prior research], into our data collection instrument. The BFI-10 
uses two questions to assess each dimension, with a total of 10 
items in the inventory [47, 53]. Based on the published 
recommendations, we added an item to the agreeableness 
dimension, resulting in a total of 11 item inventory [53]. 

The SCM framework was used to assess users’ immediate 
reactions to Alexa responses to the personality utterances, as 
well as to inform a coding schema for participants’ comments. 
The model has been used in the marketing and branding 
industry, where products are recommended to evoke high 
warmth and high competence perceptions [1, 30, 34]. A study of 
embodied virtual agents showed that perceived warmth and 
competence of an agent increased its perceived believability and, 
ultimately, user satisfaction [21, 63]. More recently, Biancardi et 
al. [11] found that the perceived warmth of a conversational 
agent positively influenced users' satisfaction with interaction 
and agent’s likeability. 

3.3 IPA Personality Utterances/Responses 
In order to answer RQ2 and understand if the perceptions of 
Alexa personality are framed by prior immediate interaction 
types, we needed to embed utterances that would reveal Alexa’s 
personality into the data collection instrument. The utterances 
related to Alexa’s personality that were shown to solicit high-
warmth/high-competence (HW/HC), high warmth/low-
competence (HW/LC), and low-warmth/high-competence 
(LW/HC) responses from IPAs were pulled from the 
classification of IPA utterances/responses [43]. We did not 
include LW/LC responses as they are usually treated as least 
desirable, and least liked by users in any situation. For example, 
Olivera et al. [49] recommend designing for the manifestation 
where at least one dimension is high in order to keep users 
engaged and ensure that the interaction between user and agent 
moves forward. An initial list of 30 utterances, 10 in each 
category that were previously shown to solicit HW/HC, HW/LC, 
LW/HC responses from Alexa, were given to 14 participants who 
rated them as warm and competent on a 7-point Likert scale. 
Two Alexa responses with the representative scores in the 
HW/HC, HW/LC, LW/HC, 6 utterances/responses in total were 
chosen for the test. Examples of the personality utterances and 
Alexa responses in each warmth-competence dimension are 
listed in Table 1. 

Participants were given different sets of three personality 
questions after stressful and non-stressful tasks (in order to 
address RQ2), and asked to provide general ratings of 
experimental Alexa’s responses on a 7-point Likert scale (poor-
excellent), rate responses on the warmth/competence dimensions, 
as well as provide brief comments to explain their ratings. Since 
in professional and individualistic activities, people show 
tendency to value competence over warmth [19, 64], our initial 
assumption was that after stressful tasks, users might value a 

competent Alexa personality over warm (e.g., if a person does 
not enjoy the content/complexity of interaction and feels time 
pressure, they might care more about the informational value of 
a response (competence), than the niceties and friendliness of a 
response (warmth). 

Table 1: Examples of Alexa Responses to Personality-
Testing Questions that Solicited High-Warmth/High-

Competence, High-Warmth/Low-Competence, and Low-
Warmth/High-Competence Responses 

 User 
Utterance 

Alexa Response 

HW/HC 
Friendly 
and 
informa- 
tional 

What should 
I be for 
Halloween? 

You'll look great in any 
costume, but I think emoji 
costumes are fun. Dress in 
yellow and use paper plates... 
It's simple. 

HW/LC 
Friendly, 
but not to 
the point 

Am I a good 
person? 

Well, I like you 

LW/HC 
Informa-
tional, but 
not 
friendly 

What should 
I wear 
today? 
 

The weather forecast is mostly 
sunny, with a high near 71. 
Northwest wind from 5 to 10 
miles per hour. 

3.4 Interaction Types/Scenarios 
In order to test the situational dependence of IPA personality 
preference, we designed two types of interactions: stressful and 
non-stressful/enjoyable. Stressful interaction was simulated by 
requiring participants to ask Alexa four questions on unpleasant 
or work-like topics, receive complex informational response and 
record their answers in under 2 minutes. Though the time limit 
was not enforced, it was used to create additional discomfort for 
the participants. The four “stressful” utterances were inspired by 
prior classification of tasks in the information retrieval context 
[7, 15, 54, 55, 57], and included information requests about: 

• The route to the closest hospital for a neighbor who 
has a heart attack 

• Finding a tax bracket and tax rate information 
• What to do after coming into contact with someone 

positive for COVID-19, and 
• Completing/verifying business-related information for 

a work email. 
The four utterances used to simulate “enjoyable” interactions 

were largely informed by leisure information behavior 
research/task scenarios [18, 24, 62], and included: 

• A request for interesting information about Bora-Bora 
for a vacationing friend 

• A test of a stress-management feature (where 
participants were asked to listen and rate a short 
meditation instruction) 

• A request for a joke, and 
• A new movie recommendation. 



 

The full text of stressful and non-stressful utterances and test 
Alexa’s responses can be found in Appendix Table A22. 

The final utterances for the study were selected from a longer 
list of stressful and non-stressful utterances that were pretested 
by 14 participants during a pilot study. The final study 
participants also had a chance to rate the utterances as “stressful” 
and “fun” and confirmed our classification (with hospital route 
and COVID-19 scenarios being rated as the most stressful, and 
Bora-Bora and the joke request rated as the most fun by the 
majority of the participants). All of the utterances and responses 
were designed to simulate real interactions, and the real Alexa 
responses informed the preprogrammed responses of the 
experimental skill to as great of an extent as possible. 

The participants were asked to rate Alexa’s response to each 
stressful or non-stressful utterance using the 7-point Likert scale 
and provide an explanation for their rating through the required 
comment field on the questionnaire form. Due to the constraints 
of this article’s length, and the fact that the participants’ 
performance on (non)stressful tasks were peripheral to the main 
RQs, task performance findings are not reported here. 

3.5 Experimental Setting 
The study was initially planned as a laboratory experiment, 
where participants would interact with the test Amazon Alexa 
skill on a standalone Echo device. The participants would follow 
an experimental protocol to go through interactions and 
assess/comment on them in a questionnaire, as well as have an 
interview with a researcher. However, due to the COVID-19 
lockdown, the experiment had to be adjusted to a fully remote 
format. A questionnaire was developed to guide the participants 
through the study and collect data. The questionnaire included 
items related to: 

• The participants’ demographics and their IPA 
usage/ownership/experience 

• The participants’ general views on IPAs personality 
• Instructions for downloading the Alexa app/activating 

the experimental skill on a mobile device (so that the 
questionnaire could be filled on the other device) 

• The experimental tasks/scenarios: stressful and non-
stressful tasks, the order of which was alternated based 
on the participant’s month of birth (even/odd) to avoid 
order effect 

• Ratings of experimental tasks with comments 
• Post-task questions about the Alexa personality 
• Ratings of Alexa personality on Warm/Competence 

dimensions, with comments 
• Ratings of the experimental task as fun/stressful 
• General comments about Alexa in the study and the 

participant’s ideal Alexa. 

 
2 For Appendix Table A2, refer to: 
https://irenelopatovska.files.wordpress.com/2021/01/appendix_tables_lopatovska_et
_al_2021-upofanipap_2.pdf 

The whole test lasted about 40 minutes. The participants 
received monetary compensation for their participation. The 
study was approved by the IRB. 

3.6 Sample 
A total of 50 participants was recruited from the Pratt Institute 
School of Information listserv. The participants were equally 
split into two groups: a group that was asked to perform 
stressful tasks first, and a group that performed non-stressful 
tasks first. Female participants comprised 64% (N=32) of the total 
sample. Sixty-four percent of participants were 25-34 y.o., with 
18-24 y.o. being the second largest group (N=11/22%). The 
primary language of the 74% of participants was English, (N=37), 
with Chinese (N=5/10%), Korean (N=3/6%), German (N=1/2%), 
and Polish (N=1/2%) also being represented in the sample (we 
asked about primary language to gauge the cultural background 
of the participants). Fifty-six percent of participants (N=28) 
considered themselves to be active IPA users, and 80% of these 
participants used a dedicated device(s) for their IPAs. The 
majority of the active users were long term users of Apple Siri. 
The IPAs were most frequently used to play music (N=24), set an 
alarm/timer (N=24), or to check the weather (N=20). Of the 
participants who reported not using IPAs (N=22/44%), ten felt 
that they did not need them and four indicated distrusting the 
IPAs or having privacy concerns. 

4 FINDINGS 

4.1 IPA Personality Perceptions 
At the beginning of the study, we asked the participants if they 
think an IPA should have a personality. Sixty-one percent of the 
participants responded that IPAs should have human-like 
features and human personalities. This was further supported by 
the participants’ comments which stated that a human-like voice 
and personality make interactions more entertaining and 
enjoyable, and support emotional or personalized experiences 
with their IPAs. The participants who did not believe that an IPA 
should have personality think that personalities get in the way of 
their IPA completing tasks, make IPAs “creepy” and “scary”, are 
not necessary in a robotic assistant or they do not wish to 
develop a relationship with their device in the same manner as 
they do with another human. 

The FFM inventory of the experimental Alexa’s personality 
completed by participants right after the experimental tasks 
indicated that users perceived it as Extraverted, Highly 
Agreeable/Sympathetic, Highly Conscious/Organized, Low 
Neurotic/Resilient, and Highly Open/Open minded. While this 
paper does not focus on the relationship between participants’ 
personalities/demographics and their judgements of Alexa, we 
will briefly report that we found medium size association 
between FFM scores of participant personalities and FFM scores 
they assigned to Alexa. We found positive correlations in the 
dimensions of conscientiousness (r(48) = 0.28, p > .001), openness 
((r(48) = 0.21, p > .001), agreeableness (r(48) = 0.18, p > .001), and 
extraversion ((r(48) = 0.12, p > .001), and negatively correlation 



 

on the neuroticism dimension (r(48) = -.18, p > .001) (participants’ 
FFM totals are reported in Table 2). 

The participants’ comments about Alexa were analyzed using 
qualitative thematic approach [13] aimed at “identifying, 
analyzing and reporting patterns within data.” Three 
independent researchers examined the comments data to 
identify common themes, which represent patterns of meaning 
that were mentioned repeatedly. Initial themes were organized 
into a coding schema (an example of the coding schema is 
provided in Appendix Table A3 3 ). Out of a total of 149 
descriptors of Alexa, the participants referenced interface 
usability (which included communication quality) most 
frequently (40%), followed by IPA personality (35%), 
information/content quality (23%), and affective reactions (1%) 
(Table 3). 

Table 2: Participants’ Personality and Their Perception of 
the Test Alexa Personality based on FFM Inventory 

Dimensions Description Alexa 
(N/%) 

Participants 
(N/%) 

Extraversion Extrovert 27/54% 27/54% 
Introvert 23/46% 23/46% 

Agreeable-
ness 

Sympathetic 48/96% 49/98% 
Antagonistic 2/4% 1/2% 

Conscientious
-ness 

Organized 43/86% 43/86% 
Disorganized 7/14% 7/14% 

Neuroticism Sensitive 18/36% 29/58% 
Resilient 32/64% 21/42% 

Openness Open-Minded 37/74% 49/98% 
Conservative 13/26% 1/2% 

Table 3: Themes in Comments about Alexa in the Study 
and Ideal Alexa 

Theme 
Examples of 
Comments 

Alexa 
in this 
study 
(N/%) 

Ideal 
Alexa 
(N/%) 

Difference 
(%) 

IPA personality 
Friendly, Funny 

52/34.9 58/40.0 +5.1 

Interface Usability 
Effective, Error free 

60/40.3 41/28.3 -12 

Information 
content/quality 
Informative 

35/23.5 45/31 +7.5 

Affective experience 
of user 
Satisfactory 

2/1.3 1/0.7 -0.6 

The patterns of descriptions of an ideal Alexa were largely 
similar to the descriptors of the current Alexa. Out of a total 145 
descriptors, comments about Alexa’s personality were most 
frequent (40%), followed by comments about content quality 

 
3 For Appendix Table A3, refer to: 
https://irenelopatovska.files.wordpress.com/2021/01/appendix_tables_lopatovska_et
_al_2021-upofanipap_2.pdf 

(31%), interface usability (28%), and affective reactions (single 
response). Table 3 summarizes the differences between the users’ 
descriptions of the current Alexa and their ideal Alexa. 

We also analyzed how Alexa descriptors mapped onto the 
Warmth/Competence framework. The participant responses 
were split relatively evenly between adjectives referencing 
competence (47%) and those referencing warmth (53%). While 
most of the competence-related responses acknowledged Alexa’s 
high-competence (40% of overall results, 83% of competence-
related results), some responses did address the low perceived 
competence of Alexa (8% of all comments, 17% of competence 
responses), indicating that users were not entirely satisfied with 
the information content provided by Alexa in the study. The 
results between high- and low-warmth adjectives were evenly 
split (26% of overall results each, 50% of warmth-related results 
each, Table 4). 

Table 4: Comments about Warmth and Competence of 
Alexa in the Study Alexa and Ideal Alexa 

Comments about 
Alexa’s 
Competence/ 
Warmth 
Examples of 
Comments 

Test 
Alexa in 
the study 

(N/%) 

Ideal 
Alexa 
(N/%) 

Difference 
(%) 

Competence: High 
Accurate, 
Competent 

59/39.6 77/53.1 +13.5 

Competence: Low 
Non-functional, 
Limited 

12/8 1/0.7 -7.4 

Competence: 
Total 

71/47.6 78/53.8 +6.1 

Warmth: High 
Empathetic, Kind 

39/26.2 53/36.5 +10.4 

Warmth: Low 
Insincere, Boring 

39/26.2 14/9.7 -16.5 

Warmth: Total 78/52.3 67/46.2 -6.1 
Overall Total 149/100 145/100  

The relatively even distribution of the comments between 
warmth- and competence-related adjectives were reflected in the 
users’ descriptions of their ideal Alexa, as shown in Table 3. We 
noted a 6% shift from more comments about the warmth of the 
study’s Alexa, to 6% more comments about the competence of an 
ideal Alexa. 

4.2 Situational Personality Perceptions 
We examined whether the participants’ ratings of Alexa’s 
responses to personality questions varied after stressful and non-
stressful tasks. The mean scores of the participants’ responses 
indicate a stronger preference for HW/HC responses, especially 
after stressful tasks (whether the task was first or following a 
non-stressful task). The HW/LC responses also received above 
average ratings across tasks and rotations (Table 5). However, 
the ratings of the LW/HC responses differed between the first 
and second groups of tasks. This result was further confirmed by 



 

an ANOVA test (F(1,98) = .15, p < .001) that pointed to the only 
statistically significant difference in mean scores for LW/HC 
responses: the average LW/HC score after the second/final tasks 
was significantly higher (M = 5.2) then after the first tasks (M = 
3.8), regardless of whether these tasks were stressful or non-
stressful.  

The content analysis of the participants’ justifications for 
their ratings of Alexa responses on warmth-competence 
dimensions (Table 6) showed that most frequent comments 
focused on the content quality of Alexa’s response, followed by 
comments about its personality and interface usability. 

Content quality is an indirect manifestation of competence 
dimension, and the high frequency of comments related to it 
illustrates that competence is important in the overall judgement 
of an IPA’s response. The high frequency of personality related 
comments suggests that manifestations of warmth 
and friendliness were also important to the users. It is worth 
noting that after the stressful tasks, the number of positive 
comments related to Alexa’s personality was higher. This may 
point to a higher appreciation of warm responses after stressful 
tasks. After the non-stressful tasks, participants were more 
critical of manifestations of Alexa’s personality, its usability and 
communication styles, as the number of negative comments in 
these categories increased. 

5 DISCUSSION 

5.1 IPA Personality Perceptions 
The majority of our participants outlined the benefits of an IPA 
personality in creating human-like, personalized conversational 
interactions. However, some participants were not convinced of 
the merits of an IPA personality, and cited their preferences for 
more “utilitarian”, transactional interactions, as well as fears of 
having or developing relationships with IPAs in their rationales. 
While the research in multiple disciplines usually outlines the 
inevitability and the benefits of personification, the fact that not 
all users want their IPAs to have personas highlights the need to 
develop a customizable interface with an optional persona for 
IPAs like Alexa. 
Our participants identified the personality of the experimental 
Alexa as Extraverted, Highly Agreeable/Sympathetic, Highly 
Conscious/Organized, Low Neurotic/Resilient, and Highly 
Open/Open minded, a perception that aligns with Alexa 
developers’ intentions to design an 
Extraverted/Sensing/Feeling/Judging (ESFJ) Alexa [32] (though 
we used the FFM and Amazon is citing the MBTI frameworks, 
there is a large overlap between the personality dimensions of 
the two models [46]). The alignment of user perceptions of the 
experimental Alexa skill and intended Alexa personality might 
have two explanations: a) our experimental skill with its 
embedded interactions managed to closely capture the “real” 
ESFJ Alexa personality designed by Amazon, or b) our skill came 
close to the ideal, inspirational Alexa that might be far from 
reality. A separate study is needed to investigate how Alexa 
users perceive its personality in a naturalistic setting and non- 

Table 5: Mean Ratings of the Participants’ Overall 
Satisfaction with Alexa’s Responses to Personality 
Questions After Each Task Based on Warmth and 

Competence 

 Overall Rating After 
1st Task (M (SD)) 2nd Task (M (SD)) 

Stressful 
Group 1 

Non-
Stressful 
Group 2 

Non-
Stressful 
Group 1 

Stressful 
Group 2 

HW/HC 5.2 (1.4) 4.7 (1.6) 5.8 (1.3) 4.6 (2) 
HW/LC 5.2 (1.5) 4.3 (1.6) 4.6 (1.6) 4.1 (1.9) 
LW/HC 3.8 (2) 4 (2) 5.2 (1.5) 5.4 (1.5) 

 

Table 6: Main Themes in Participants’ Justifications of 
Rating of Alexa’s Response to Personality Questions after 

Stressful and Non-Stressful Tasks 

Themes in 
Comments 
Examples of 
Comments  

Positive 
(N/%) 

Negative 
(N/%) 

Neutral 
(N/%) 

Total 
(N/%) 

After Stressful Tasks 
Information/Content 
Quality  
Information was 
helpful to me  

60/56 26/24 21/20 107/39 

IPA Personality  
I like the sense of 
humor  

63/77 15/18 4/5 82/30 

Interface Usability  
Redirected me to the 
website  

15/30 34/68 1/2 50/18 

Affective User 
Reaction  
I was disappointed  

22/76 6/21 1/3 29/11 

Unclear    8/3 
Total 160/58 81/29 27/10 276/100 
After Non-Stressful Tasks 
Information/Content 
Quality  
Response was very 
accurate  

68/52 38/29 24/18 130/41 

IPA Personality  
Like a machine too 
much without 
emotions  

56/63 31/35 2/2 89/28 

Interface Usability  
Prefer visual  

8/17 37/77 3/6 48/15 

Affective User 
Reaction  
I feel satisfied  

27/60 18/40 0/0 45/14 

Unclear    4/1 
Total 159/50 124/39 29/9 316/100 

 



 

experimental interactions. Our analysis of the participants’ 
comments indicated that they generally assess the Alexa as 
competent and warm, but would like their ideal Alexa to be even 
more competent (in terms of content quality and usability) and 
warm (usability/communication-emotional expressivity). The 
findings that users want their Alexa to score high on both 
competence and warmth personality dimensions confirms 
general guidelines for developing popular brands [1]. The fact 
that the SCM and its warmth-competence dimensions are 
reflected in the users’ comments about Alexa opens up a 
potential avenue for research around the following questions: 
what other information systems are perceived to have 
personalities and/or manifestations of warmth-competence? For 
example, do users perceive Google’s search engine to have a 
personality, to express “warmth”, and not just provide 
informational value, “competence”? Could user expectations for 
warmth and competence be used to classify information systems 
into the ones where users primarily expect “competence” 
(information), “warmth” (emotional support, casual 
conversation), or both (which might be the case of IPAs)? A fact 
that users engage in interactions that aim to test an IPA’s 
personality [42] attest to its differences compared to the more 
traditional information retrieval systems. 

5.2 Interaction-dependent Personality 
Perceptions 

Overall, we did not find significant differences in the 
participants’ appreciation for warm/competent personality 
responses after stressful and non-stressful tasks. After both types 
of tasks, participants rated HW/HC responses highly. The 
participants also gave consistently high scores to HW/LC 
responses, which might indicate the importance of warmth over 
competence in casual interactions aimed at understanding 
Alexa’s personality. A statistically significant change in 
participants’ ratings of personality responses occurred with 
LW/HC personality responses. The rating of low-warmth 
responses was not affected by the stressful/non-stressful 
condition, but it was affected by the sequence and timing of 
LW/HC responses: after the first set of tasks, the ratings of 
LW/HC responses were significantly lower than ratings of the 
same type of responses after the second and final set of tasks. 
This result may suggest that a preference for competence over 
warmth might be less dependent on the type of prior tasks, and 
more on user fatigue. It is possible that as the experiment 
progressed, the participants wanted it to end quickly and 
appreciated the informational aspects of responses that would 
aid them in completing the study faster. Another possible 
explanation is the longer interactions with Alexa (end of second 
tasks) led to a higher appreciation of its competence, compared 
to warmth. This hypothesis is supported by prior literature that 
suggests the primacy of warmth in initial judgements of people 
and objects, but as the initial importance of warmth fades away, 
people are more likely to appreciate competence [26]. These 
findings suggest that while it is important to design “warm” 
personalities to attract users and create first impressions, 

developing competence perceptions might be more important for 
longer interactions and/or long-term IPA use [20, 56]. 

While the quantitative data (response ratings) did not reveal 
major differences in personality response ratings after stressful 
and non-stressful tasks, the qualitative data of the participants’ 
comments tells a richer story. After stressful tasks, the users 
were less critical of Alexa’s responses and offered more positive 
comments pertaining to the manifestations of personality. After 
non-stressful tasks, the participants offered more comments 
overall, including more comments about the content quality and 
their affective reactions. The participants’ comments after 
stressful and non-stressful tasks might indicate that 
manifestations of IPA personality are better appreciated after 
stressful tasks, when users’ are seeking emotional support after a 
stressful experience. It is also possible that after experiencing the 
stressful task, the participants may have rationalized their 
experience to three “essential aspects of the situation” [33]: 
stressful event—Alexa provided competent information—
stressful event completed. Here, and as supporting prior 
anthropomorphic studies in HCI state, the participant may have 
viewed Alexa as a collaborator who helps complete the task.  
While it is unclear why after non-stressful tasks the users were 
more critical and verbose, it might be related to not having time 
pressures translating into spending more time thinking and 
critiquing Alexa responses. When we designed the study, we had 
a different assumption that the “negative” frame of stressful 
tasks will “spill over” on the assessments of Alexa’s personality 
[27, 61], and will make users more critical of Alexa. While our 
hypothesis did not confirm, we think it is worth continuing to 
investigate situational effects like stress on users’ preferences for 
IPA’s personality. 

6 CONCLUSION 

5.1 IPA Personality Perceptions 
We conducted an experiment to understand users’ perceptions of 
personality in IPAs, specifically, Amazon Alexa. The study also 
examined if personality perceptions were situation-dependent 
and framed by the preceding stressful and non-stressful 
interactions. The findings relied on the qualitative data of the 
participants’ ratings of Alexa’s responses, as well as the 
qualitative comments about their ratings, experiences and 
thoughts about generic IPAs and the experimental Alexa. 

The findings suggest that not all users want their IPAs to 
have personalities, but those who do, see its merits in making 
interactions more entertaining, enjoyable, and personal. The 
participants classified experimental Alexa as having Extraverted, 
Highly Agreeable/Sympathetic, Highly Conscious/Organized, 
Low Neurotic/Resilient, and Highly Open/Open minded 
personality, which aligns with Alexa developers’ intentions [32], 
but might not represent user interactions with the “real” Alexa. 
The participants described the experimental Alexa as competent 
in terms of the provided information content, and warm in terms 
of its presentation styles and personality manifestation, but 
wanted even more competence and warmth in their ideal Alexa. 



 

Despite going through stressful and non-stressful experimental 
conditions, participants always appreciated highly competent 
and highly warm responses aimed at gauging Alexa personality. 
While the numeric scores of Alexa responses to personality 
questions did not show a statistically significant difference (for 
the most part), participants comments indicated that after 
stressful tasks, the participants were more generous in their 
assessment of Alexa’s performance and tended to value 
manifestations of Alexa’s warmth higher than after non-stressful 
tasks. We also found that after the second tasks/towards the end 
of the study, participants tended to score low warmth/high 
competence responses higher, indicating a slight preference for 
competence after longer interactions or in a more fatigued state. 
The findings lead us to make the following recommendations: 

• Since not all IPA users see the benefits of their IPAs 
having personalities, and would prefer interfacing with 
a robotic efficient machine, an option of disabling any 
personality manifestations should be offered to its 
users. 

• Since IPA users tend to value manifestations of high 
warmth and high competence (similar to the 
consumers of other products/brands), IPA designers 
should aim to calibrate IPA’s responses toward the 
“golden quadrant” of high warmth and high 
competence [1, 49]. 

• Since the length and the type of interaction might 
affect users’ perceptions and preferences for warmth 
and/or competent manifestations of IPA personalities, 
the IPA responses should consider interaction context 
and duration in designing responses that lean more 
towards friendly/warm or efficient/competent 
dimensions. 

An additional recommendation came out of the experimental 
design. While we relied heavily on earlier information retrieval 
(IR) studies in simulating stressful and non-stressful tasks, we 
identified a gap in retrieval/interaction tasks classifications. We 
would recommend expending classifications of user interactions 
in IR and/or conversational systems to include enjoyable/non-
stressful and unpleasant/stressful and exploring their effects on 
subsequent user behaviors.  

The study had a number of limitations. Due to sample size, 
some of the statistical tests might not have shown significant 
results, even when qualitative data pointed to such differences in 
user reactions to Alexa manifestations after stressful and non-
stressful tasks. Alexa’s manifestations of personality were 
primarily operationalized through six utterances that were 
previously shown to solicit HW/HC, HW/LC, and LW/HC 
personality perceptions from its users. The decision to only use 
six “personality” utterances was guided by the considerations of 
experiment’s length and control over stimuli/utterances. 
However, it might have resulted in unrepresentative judgments 
of Alexa’s warmth and competence. Another limitation is the 
reliance on a relatively homogeneous sample of largely graduate 
students [younger, more tech savvy than other groups, primarily 
English speaking]. As our questionnaire collected data on the 
participants’ demographics and familiarity with Alexa, we 

believe that our sample of participants was to some degree 
representative of a broader population of IPA users and non-
users. However, we would encourage more research with IPA 
users and non-users with different cultural and linguistic 
backgrounds as these characteristics have been show to affect 
personality preferences and perceptions. The transition to a fully 
remote format might have introduced additional challenges. As 
the researchers were not present to provide instruction or 
conduct post-experiment interviews with the participant, it was 
not fully possible to ensure that the participants were following 
the experiment instructions to the letter. However, as the study 
was pretested with 14 participants, the researchers were 
equipped to identify and fix most of the issues that emerged by 
following the fully online asynchronous experimental procedure. 
Additionally, as the participants’ mental stress experienced by 
having to alter their behavioral patterns due to the COVID-19 
lockdown could not be assessed, unintentional responses to 
stress could have fostered a spillover effect to the study 
behaviors. The study used the Amazon Alexa platform to 
examine user interactions with an IPA, which makes findings 
not widely generalizable to other IPAs. A naturalistic non-
experimental study conducted under more normal circumstances, 
with more culturally/linguistically diverse sample, and with 
multiple IPAs could mitigate some of these limitations.  

Despite the limitations, the study contributed to our 
understating of user perceptions of IPAs, and proposed helpful 
frameworks to examine and design IPA personality 
manifestations. At present, there is no clear evidence as to what 
IPA personalities are, whether they are adjustable/situational, 
and what users think about them. In fact, a recent study found 
that users tend to perceive IPAs as primarily an interface to their 
phone, web or another system, and only peripherally as a "handy 
helper" which plays the role of a quick and helpful assistant, and 
a “repository of knowledge” which is linked to a huge collection 
of knowledge [13]. If indeed manifestations of personality in IPA 
are beneficial for its users, we need to better understand how 
different users perceive them in various contexts, and turn 
conversational assistants into truly “handy helpers” and 
companions. 
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